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Why is Thomas Homer-Dixon so worth listening to? There are many writers out there taking on energy issues: David Goodstein on peak oil, Paul Gipe on practical wind power, Vaclav Smil on energy systems. Society’s robustness to breakdowns? Jared Diamond and Joseph Tainter. Climate change? Al Gore and Nicholas Stern. Biodiversity and environmental damage? Some favorites are Red Sky at Morning, Something New Under the Sun, and the Millennium Ecosystem Assessment. The inappropriateness of focusing on GDP as the default measure of progress? That’s an interesting one, with an intermittent thread of scholarship through the last 40 years, such as Scitovsky’s The Joyless Economy, Hazel Henderson, Herman Daly, and some recent Ecological Economics. But there are few if any authors writing books that cover this whole range of topics in a sensitive, contextualized, way.

In his new book, The Upside of Down, Thomas Homer-Dixon does just that. Many of us here at Worldchanging
 liked his previous book, The Ingenuity Gap. This book takes a longer-term view of how we can navigate successfully through societal breakdowns, leaving societies stronger and more resilient.

We wanted to know more about the man behind the book, so he and I sat down for a conversation (distilled below). —HM
Hassan Masum: With regard to the potential of online tools, what do you see as the next simple step beyond transmitting and sharing information?

Thomas Homer-Dixon: One thing we need to achieve is winnowing—we need to increase the signal to noise ratio. But it has to be a democratic process—you can’t have people on the outside saying “I like this idea but I don’t like that idea, this idea is going forward and that one isn’t.” Instead, it needs to be internally legitimate, in the sense that the community as a whole decides what ideas are going to be winnowed out, and what ideas are going to go to the next stage.

One of the remarkable things about the Wikipedia environment is that there seems to be a general accumulation of quality—entries tend to improve over time. I had occasion when writing this book to go and look at the entries on thermodynamics, and they were terrific, but I’m sure they’re not the result of a single person’s contribution. Many people have been contributing, and the quality over time has improved.

I don’t think anybody except the diehard advocates would have predicted, 5 or 10 years ago, that you would have been able to have an information source of such high quality that was produced entirely by volunteers, collaboratively. So there is a winnowing and accumulation of quality process there that’s very effective. But, and here’s where Wikipedia seems to run into trouble, there’s the hijacking problem. Especially when you have morally fraught issues, or issues that have strong value conflicts or connotations for people—capital punishment, abortion, the nature of capitalism, some celebrities doing things that annoy people a lot. You get so many divergent interventions that you won’t come to a consensus in terms of the entry, and what they’ve had to do is implement a series of protocols for cooling off discussion or limiting the range of people who can intervene.

Hijacking tends to happen when issues are value-fraught, and a lot of the problems that I think we need to address within an open-source democratic framework will be value-fraught, and so they’re going to be vulnerable to hijacking by small groups of highly motivated and not terribly tolerant people who are fixated on one idea, one solution, or one enemy.

When it’s possible to replicate your voice easily with the push of a button, hijacking becomes much more of a problem than it does in a personal conversation or a room. It’s like somebody in a town hall meeting getting hold of the microphone, and nobody can take it away. So in terms of the institutional design, there needs to be a capacity to legitimately reduce the risk of hijacking, and sideline people who aren’t prepared to engage in a cumulative winnowed conversation over time about a particular problem.

I think this is a very important institutional requirement for an open-source democratic decision-making system for dealing with complex social problems. Another is the relationship between lay people and experts. Some of the most difficult problems we’re facing—climate change, energy—are technical problems that are enormously complex, and it’s very easy for experts to just take over the discussion.

In fact, when I was having a conversation with Paul Martin (the former Canadian Prime Minister) about this issue at one point—this was before he became Prime Minister, and before he was even leader of the Liberal Party—I had a conversation about open-source problem solving
. I said, you know, we have this difficult health care problem in Canada—wouldn’t it be remarkable to have a hundred thousand people involved in thinking about how to solve that problem? And his first reaction was, well, my thinking would be to get the twenty best experts in the world around the table for a conversation.

Experts certainly have a role, but they can hijack the agenda and deprive the whole process of legitimacy just because they have so much knowledge. So one of the problems with democracy that we have in the world right now is that people just don’t think it achieves anything for them—that’s why you get participation declining so dramatically in many Western democracies. I think this kind of open-source institutional environment could give people a sense of participation that would be very valuable, but the relationship between the experts and the lay people is critically important. The experts have to provide the information that allows lay people to make informed decisions, without taking over the process.

So I see the relationship of experts to decision-making, and the problems of accumulation, winnowing, and hijacking at the centre of figuring out the institutional design for open-source democratic decision-making.

HM: Interesting. One issue is that it’s easy to have a process where one feels as if one’s participating, without actually having input into the final solution. So I’m trying to picture any kind of large institution where we’ve had 10 000 people, or even 1000 people, giving ideas and had them filtered and used in a way that is actually democratic. Any examples?

TH: No, not really... But Wikipedia’s interesting—there are some very smart people who spend a huge amount of time creating entries, monitoring entries, making sure the system works OK. They’re not well known, they don’t get their name put up in lights, but they serve a very important social function within this apparatus, as a kind of glue that holds the system together. It’s a voluntaristic culture—not particularly egocentric or narcissistic, like much else on the Web. So that’s the kind of culture we want to create.

Now people still need to feel that they’re being listened to and that they can make a difference, but they need to understand that it’s a meritocratic system, that there’s a legitimate mechanism for improving the quality of ideas over time, and that maybe their idea won’t get forward or maybe only a little portion of their idea will morph its way through to the end. I think most people are remarkably responsive if they feel they’re actually being listened to—that they’re not just saying something and it disappears into a void, which is the way so many of us feel with our contemporary democracy. You write a letter to your Member of Parliament, and you get a form letter back, and what difference does it make? Better than not getting any answer at all, but you don’t really think you’re making any difference.

One of the things about Wikipedia is you can see what’s going on. You can see the conversations, you can see who the people are—in many cases they put up their names—and that leads to a certain transparency. If you want to see the genealogy of certain ideas, you can archive the whole discussion, see how it’s been discussed, see the whole process...

HM: Trace it through time.

TH: Trace it through time, exactly. And if somebody says, I made no difference, then you can say, well let’s go back and look at the history—here’s a point where someone raised an argument which was decisive in the face of your idea, and your idea just dropped out of the process. Or you might say, well look, your idea contributed to this thread of the discussion, and there it is right there, there’s a little bit of it still remaining...that’s how it influenced it. In either case, you can’t possibly say you had no influence—even in the first case when your idea met a counterargument and dropped out, it still was an important component for the progress of the discussion beyond that point.

And I think ultimately, that’s all people want. It’s like the person working on the line—a lot of manufacturers have found (and the Swedes in their Volvo plants realized this early on) that it’s important to provide some power on the line, so that people who are working in the interstices of the system, the fine-grained detail of the system (building cars in this case) can say, this set of procedures isn’t working. This is a problem that’s costing us money, it’s dangerous, it’s reducing the quality of the end product.

And they can bring that into a larger discussion, and then there can be a conversation about how to solve that. Sometimes it might involve fairly large changes in the overall structure of the system, but it’s the people on the line who frequently have the best knowledge about why things are going awry. And what I suggested to Paul Martin is that you need to provide those people with the opportunity to make their suggestions. And as long as they think they’re being listened to, even if their suggestions don’t go anywhere because somebody comes up with a better idea, I think they’ll feel much more a part of the system, and they’ll be eager to participate.

HM: It would be interesting to have a way of routing those suggestions to the place where they’d do the most good—some sort of “reverse Google”, in a way.

TH: Right, that’s an interesting idea. But (just to make a jump) the underlying ontological assumption here is that there are emergent properties of these systems—that you can get a lot of people together, and if the institution’s designed properly, the intelligence exhibited by the whole is larger than any one individual of the whole.

Unfortunately, I think what’s happening with many of our decision-making institutions now is that we’re not seeing positive emergence but “negative emergence”: the intelligence of the whole is less than any of the individuals. Our societies behave like beasts, frequently—with no thought for the future, often extremely violently, with very little moral or ethical guidance or conscience, and what we want to do is reverse that.

To me, this is about institutional design—it’s fundamentally a collective action problem. The greatest things that humankind has ever accomplished have been accomplished by an institutional design that gets people working in the same direction, in ways that are very creative, so that resources and ingenuity are effectively mobilized.

HM: How important do you think it is to have ways of seeing patterns that are not obvious? For instance, you talked about society acting “like a beast”—that might be apparent to you having thought about it...

TH: Well, it’s a really important question, and there are a couple of things here. In some respects that question is about values, and in some respects that question is about facts. My interpretation of a society behaving like a beast is first of all a values judgment. I think Guantanamo is beastly behavior on the part of the United States—it’s morally bankrupt, and it’s also not at all supportive or helpful to the enlightened self-interest of the United States—it’s counterproductive, just in a purely narrow political sense.

There are two things happening there. First of all I’m making a value judgment, based on a certain moral code, and that’s something that people may well not share—they might come up with a different set of values where the behavior in this case is entirely legitimate, entirely reasonable, and morally appropriate. Now that’s an important discussion. We may not be able to resolve our value differences clearly, but we certainly need to be able to understand them better, and see if there’s a possibility for some kind of overlap or consensus from which we can build to arrive at a solution.

But the second part of my statement, when I say this is beastly behavior, is in a sense a factual judgment about the consequences of this behavior for American society. It turns people against the United States, it’s making American foreign policy a lot harder, it’s making Americans more vulnerable to terrorist attacks because it makes so many people angrier in the world and hate the United States. Now that’s not a value-based judgment—it’s an assertion about the facts on the ground and their consequences. That’s something we can have a factual discussion about, and at this point we can bring some experts in.

On the value judgments, the experts can participate a little bit, the moral philosophers can participate, but much of that discussion you can have without the involvement of experts. Yet it’s important on the non-value side, on the factual side, that we can have foreign-policy experts from other areas saying, “This is what this policy has done in the Muslim world. This is how they interpret it, this is how they see it.” And that input can have a very important role in us understanding factual, functional consequences.

Our ultimate decision about this foreign policy has to involve both components: the “ought” and the “is”. And it seems to me that an open-source environment could provide the framework within which that’s done, if you get the institutional design right. I’m not saying you’re going to reach an agreement on everything, but you’re certainly going to understand where the points of disagreement are much better, and then you might be able to find “kludges” (to use that old computer science word)—ways of living with those disagreements that allow you to get on and do something everybody agrees is worthwhile.

HM: A sort of state of maximal consensus. And in fact one might hope to find a way of mapping out these factual consequences in a way which was adaptive and predictive, so you could actually see them visually.

TH: Yes, although I’m persuaded enough by complexity theory and so forth that, as I say in my book, I think our capacity for prediction is very limited. But you can certainly define a rough boundary between plausible and implausible.

And scenario development is really important in this—part of the factual exploration would be thinking about possible scenarios for the future. What is Guantanamo and like foreign policy going to do for American well-being in the world, and the well-being of humankind as a whole? And you could chart out a range of scenarios from positive to negative, and have a very vigorous debate about whether those scenarios make sense or not.

Again, if you’ve got the winnowing and accumulation institutional design, you might be able to come out with five or six scenarios which distill the essence of the debate, and that could have very useful policy implications.

And then you could see your values and the value discussion in the context of those scenarios, and it provides a much more powerful framework for thinking about what decisions we’re going to make, and coming to some consensus on those decisions.

HM: What do you see as being some low-hanging fruit for individual action on these kinds of issues?

TH: I’ve been thinking about this...I would like to see some beta-testing of these institutional designs pretty quickly. I think you need to start with a couple of tractable problems.

One potentially tractable problem that we’ve thought about here is to design better indicators of social well-being, i.e. alternatives to GDP. It’s a technical problem, so experts have to be involved. It also involves complex value issues; it involves complex ontological problems about how you aggregate data and things like that. And we thought of using that task of beta-testing an open source environment to explore the development of alternative GDP indicators—we have a paper about a methodology for comparing alternative social well-being indicators, looking at a large number of them.

There might be only a few dozen people in the world involved in this exercise, but it would allow us to figure out how to make them work together. Have some of our students involved who aren’t experts, and have some experts involved—then you have to work out the interfaces, to make sure the experts are providing enough information but are not dominating the process, along with all the challenges I discussed before.

To me, development of alternative social well-being indicators is a very important stage in this overall process, because if we shift from GDP to something else it lengthens the “shadow of the future”—it gives us a tighter, more obvious connection to future generations and to other biota on this planet. That can change the discourse really dramatically—change the whole calculus of values and factual assumptions within which we see human behavior.

It’s the kind of thing that’s very complex, hard to wrap your head around, and maybe we can create one of these open-source environments where the whole is more than the sum of its parts. So that any expert coming in ends up going away with knowledge that could never possibly have been generated just by that expert, or even with a few other experts together; so that the whole is producing something that is much more valuable than any sub-cluster of people could produce.

HM: That’s an excellent idea! And I like too the fact that you’re actually, in the process of doing this, looking at how you’re doing it, and therefore improving the process of tackling similar problems in the future.

TH: Right. If the process works, you learn something about architectures for open-source problem-solving, but you also get some real progress on designing indicators for social well-being.
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